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Table 13. - North Cerolins cottcn yields 1927-1941.

L Acrerge Rencrted Reported weevil Yield
Yenr hrarvested Cenditien infestetion Per scre
August 1 August 1

thousrnd ecres percent percent wounds
1927 1,565 78 18.1 262
1928 1,620 73 25.5 245
1929 1,635 68 30.3 217
1930 1,448 74 5.4 254
1931 1,206 78 16.9 288
1932 1,261 65 21.0 2562
1933 1,072 . 79 13.6 305
1934 970 77 13.2 31l
1935 930 77 7.7 294
1936 957 60 :9.0 298
1937 1,103 85 15.8 338
1938 857 68 30.0 216
1939 737 83 25.1 296
1940 829 . 84 6.5 427
1941 795 74 20.5 333

The data in table 13 can be used to derive a regression equation for
forecasting the cotton yield from information avallable to the statistician
on August 1. The relationship between yield and reported condition will be
consldered first. Tinal yield is plotted ageinst reported August condition
in figure 19. This relationship is based on deata taken in different years
wherees the proceding regressions were based on data taken at the same time,
but there is no difference in fundamental concepts.

A regression equation could be derived from these data by the method
described previously, but with so few observations it is better to use a more
accurate method. The most accurate method that can be used is known as the
method of lesst squsres. This method leads to & regression equation such
that the sum of the squares of the deviations of the observed cotton yields
from the corresyondine computed yields will have the smallest possible
numerical velue. The equation can be fitted by this method more easily if it
is written in a slightly different form then the one given previously. It
can be written,

T=F+bX =% --=--==--- (75)

In this equation the constant b has the game meening as defore, but the aver-
ages X snd ¥ toke the vlace of the constent a that appeared in equation (69).
Equation (75) is equivrlent to equation (69). It cen be reduced to that form
by letting

£8=F =X = mmmmm = m - - (76)

and leeving the value of b unchanged.
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In the present example ¥ is the average cotton yicld for the 1l5-year
period and X is the average reported August condition.

74,867

it

X

.y = 289.73

This lesves only the constant b to ber evalusted. It is given by the equation,
s [(x - (Y -P]
s [(x - 0]
in which X is the reported August condition for any year and Y is the observed
cotton yield for the same yesr. If x represents the deviation of the reported
condition for any year from the 15-year average ~nd y represents the deviation

of the observed yield for the same year from the 15-year average, equntion
(77) cen be written in the form

D =

-------- (77)

_ S(xy)

$(x°)

v 2
The numerical velues of S(xy) and S(x ) can be computed mast conveniently
from the relations,

_____________ (78)

S(XY) = S(XY) «'{5(1)}-[3(Yl1 _______ (79)
n
2
s(x2) = s(x®) - 169 (80)
n

ir which n represents the number of years. For the detn ~t hend,

S(xy) = 228553.0 - 325370.5 = 3182.5
S(x°) = 84791.00 - 84075.27 = 715.73
b = 3182.5/715.73 = 4.4465

The complete regression equntion is thus,

Y = 289.73 + 4.4465(X - 74.867) - - - - - - - (81)
or
Y= - 43.17 + 4.4465k - -~ - = = = = = - = (82)

The values of Y computed from equetion (81) or equation (82) will fa1ll on the
straight line shown in ficure 19. These equations enable one to foreecrst the
final cotton yield from the reported August condition.

An inspection of figure 19 indicates th~t the simple regression equation
just derived will not forecase cotton yields very rccurately. The observed
yields fluctuate over s wide range about the rezression line. To measure the
accuracy with which the equstion predicts cotton yields, some additional com-
putations would be necessary. The sum of squeres of the devintions of the
observed vields from the 1S5~year oversge is given by the equ~tion,
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S(y°) = s(¥°) - £§£Illf_

n

«

For the data at hend,
S(y°) = 1299302 - 1259181 = 40121

This quantity represents the sum of the squarcs of the deviations of the
observed yields in figure 19 from a horizontel line drewn at the level of the
15-year sverage yield. This line would represent » forecese of cotton yield
for eny yesr under the essumption thet there wrs no relation between yicld ond
August condition. Any reduction of this sum of squercs would be contributed
by the const~nt b in the regression equation. Civing b a value different from
zero involves nothing more ther tilting the regression lire, using the point
defined by X and ¥ as a pivot., The sum of squeres contributed to the total by

the slope of the regressiorn line is {S(xy)] 2/S(x2) = (3182.5)2/715.78 = 14151.

The residusl sum of squerrcs left by this quentity is 40,121 - 14,151 = 25,970,
This meens that, of 2 total sum of squrrrs equel to 40,121, en smount equ~l to
14,151 wes acccunted for by the constant b. The remainder, 25,970, represents
the residusl sum of squeres of the devirtions of the observed cotton yields
from the computed velues given by the regression equation. These results can
be summarized by an snrlysis of verisnce, eps indicrted in table 14.

Table 14, - Anrlysis of verisnce of North Cevolins cctton yields, 1927-1941.

. Degrees of Sum of | o
Source of variability frecdon Squeres ! Mean square
B
Regression on August condition 1 14,151 i 14,151
Brror 13 25,970 ! 1,998
]
t
Totel 14 40,121 i 2,866

In this teblc the tot~l degrees of freedom is one less thon the number
of observed pcints plctted in figure 19. The mern squere 2,866, computed
from these 14 degrecs of freedom measures the scetter of the observed points

“in the chart about a horizontal line drown at the level of the ~verage cotton
vield for the 15-yecnr period. The 14 degrces of frcedem sre broken down into
1 degree of freedom corresponding tc the pert of the totrl veriability in
yvield thnt is rssocinted with August condition, snd 13 degrees of freedon
ccrresponding to the residusl veariability thot wes not sccounted for by the
August ccndition. The success with which the regression equrtion predicts
the cotton yields is indic~mted by the mesn squere 1,998. The improvement
brought sbout by using the regression equnticn to predict ylelds, instend of
using only thc 15-yenr average, crn be mersured by cempnring the residurl or
error mesn scuare 1,998 with the total mesn squrre 2,866.

Statisticiens sometimes compute » number called the correlatinn
cocfficient to measure the degree of relationship between twe veriables like
observed cotton yield and reportecd conditicn. This gqurntity is usually com-
puted from the equation,

§(xy)

A (84)

/@] 56

-
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This quantity can bte computed from an snalysis of variance like that in table
14 very easily when such a table is available. The coefficient of correlation
defined by equation (84) 1is equal to the square root of the quotient obtained
when one divides the sum of squares for regression by the total sum of
squares. For the data in tadle 14,

r = /lé.lé_L = .3527 = 0.5939
20121

The square of the correlation coefficient thus measures the relative amount
which the regression on condition contributes to the total sum of squeres.

A discussion of the correlation coefficicnt and its many propertics will
not be attempted hore. The subject is covered so thoroughly in almost every
textbook on statistics that the reader will have no difficulty in pursuing
the subject if he desires to do so. For the present it is sufficient to sncw
hew the correlation coefficient can be computed from an analysis of variance
like that in table 1l4.

But in droblems of this kind it is unnecessary to compute the corrclation
cocfficicnt, as the analysis of varisnce itself gives more lnformation than
could be gotton from the correlstion coefficient. Anyone who is interested in
computing a corrclation coefficient, however, can essily obtein it from the
enplysis of variance. As a matter of fact, there is some objection to using
the correlation coefficient 2s a measure of the success with which cotton
yields can be predicted from August condition. The numerical value of the
correlation coefficient is computed from two sums of squares. This is not a
fair comperison becruse no allowence is made for the number of degrees of
freedom entering into each sum of squares. A more lcgitimnte comparison can
be made between the error mean square snd the total meen square in teble 14,
When the error mean squere is much smaller then the total, it can be concluded
that the cotton ylelds =re being predicted accurately. When the error mean
squere is almost as large »s the total mean squere, however, the yields arc
not being predicted accurately from the condition figures.

Sometimes interest moy be in learning whether the regression ceoofficient,
b, 1s significently different from zero. ZEspecielly when working with a
feirly small number of observrtions, a good relationship betwcen two variesbles
is sometimes nothing but sn accident. For that rcason it is ususlly a good
idea t0 test a relstionship like the one given above to see how often 1t
would occur by chance if there were no actual relationship between rcported
August condition snd final yield. At one time it was common prectice t0 com-
pute the standsrd error of the regression coefficient, b, and to compare the
pumerical value of b'with its strndard error. An enalysis of variance like
the one in table 14 mnkes this vprocedure unnecessary. The significence of
the regression cern be tested by computing the F-ratio of the regression mean
square to the error mean square. For the results in table 14, F = 14151/1998
7.08. TReference to a table of F valuocs shows that this velue of F is signifi-
canitly greater than 1.00. Thus it may be concluded that the observed regres-
siocn of cotton yicld on reported August condition is not an accident,
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Exercicse 28.-A State contsins 150,0C0 farms end 12,500,000 ecres of farm lend.
The rcletionship between acrenge of potrtsces and slze of farm is
given by the equation

Y = 5.42 + .0234X

A semple ¢f 1,000 farms, averaging 200 acres in size, shows an
average of 10.10 acres of potatocs. Estimate the potato ecreage
for the State:

(2) From the number of farms snd per farm avernge.

(b) From the farm lend rnd farm-land avernge.

(c) Prom the regression equation.

Explain the Gdiffercnces between these three estimntes.

Bxercise 29.~A sample of 1,200 farms is divided into two equal parts on the
basis of size. 600 farms arc sbove 150 acres while the other
600 are less then 150 ocres. The average size and average wheat
ncreage for each group is!

Avorrge land in frrm Averoge wheat acreage

(acres) (acres)
Large farms 250 75
Snell fernms . 50 25

Compute the linerr regression gqu~tion thrt gives the reletion-
ship between size of frrm and wherx acreage. If the aversge farm
in the Stete contains 125 acres of farm land, what would you
oxpect the aversgze whest acresge tc be? Whet is the aversge
sizc of ferm in thc entire sample of 1,200 ferms?

Exercise 30.~Supnose the 1,200 ferms irn Exercise 29 were from a State contain-
inz 100,000 frorms snd 15,000,000 acres of farm lrnd. Estinmete
the whent screnge for the State by the threc methods used in
Exercisc 28 and explsin the results.

Multiple Regression »nd Multiple Correclation

Methods for studying the relstionship betwecn two varisbles were de-
scribed in the preceding section. The relationship between North Carolina
cotton yield 2nd reported August condition wes worked out to show how August
condition can be used tc forecast finrl yield., As indicated in figure 19,
the August conditicn slune is not an sccurate indicstor o¢f the final yield.
The observed yields shown in the chnart often differ widely from the forecasts
given by the regressien line. The ~cturl yields src conmprred with the fore-
cnsts in table 15,
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Table 15. - North Csrrolina cctton ylelds compared with yields estimrted from
August condition.

Year Yiecld per acre Error
Observed Estimated

. pounds pounds pounds

1927 262 304 - 42

1928 245 281 - 36

1929 217 259 -~ 42

1930 254 286 - 32

1921 298 304 - 6

1932 262 . 246 + 6

1933 305 308 -3

1934 I 311 299 + 12

1935 294 299 - 5

| 1936 298 224 + 74
i 1937 338 335 + 3
1938 216 259 - 43

1939 296 326 -~ 30

1940 427 330 + 97

1941 333 286 + 47

The rcader woculd naturally be interested in lesrning how much a forecase
of final yield could be improved by making use of additional information like
the figures on weevil infestaticn and harvested acreage in table 13.

Reported weevil infestation seems to vary from yenr to year and the data in
table 13 indicate that the final yield is correlanted with this factor.
Furthermore, the acresge harvested declined considersbly during the 1lS5-year
period. Thero is reason to bolicve that the rcducticn in acreage had some
effect on the relationship between yield and reported condition.

Additicnel fectcrs of this kind can be included in n forecasting equa-
tion. Such an cqusticn is cslled » multivple regression equation becsuse the
final yield is predicte? from more then one factor. The effect of reported
weevil infestration will be considered first. A multiple regression equation
for forecasting yield from reported Aucust condition and reported weevil
infestetion may be written in the form, .

T=a0t+aky tagkp  -------- (85)
or
=3 + -X.) + -x - -
T=y+a X -%)+e & -%) - - (86)
Equation (85) can be derived from equation (86) by letting
?«0 = 3; - ali-(l - ?‘z-x-z ““““““““ (87)

and. lerving ay ant an unchanged. Xl represents the reported August condition

erd X, ropresents reported weevil infestation. Representing (X; - X;) by




- 106 -
X1 (xz - ié) by x5, enc (Y - 7) vy y, equation (86) can be written in the form

y=oex) fax, - === - - (88)

The net regression coefficients a and e, ore the only quantitics that need to

te evaluated. These can be cbtained by solving the normal equations,

.2 Yy =
PlS(xl ) + ﬂzs(xlle - S(le)

alS(xlxz) + azs(xzz) S(xzy) —————— (89)

The quantities entering into these cquations cen be computed most conveniently
from relations similar to those used previcusly:

2
S(xlz) = s(x12) - hlfﬁflﬂ___
n
s | s(x,)
S(x)x,) = S(KX;) - [ 1]n[ 21—
[sx]
S(xza) = s(xzz) - —=a
S(X){ 1 s(V)
§(xyy) =sxyv) - [ l}lg ] .
S(X,)1 | s(¥)
S(y) = S - [ Z]n[ ] ______ (90)
For the data at hanéd, the normél equetions are,
+ 715.73a; - 183.89n, = * 3182.5
- 183.89a, + 709.36a, = £.4309.2 - - - - - (91)

The numericel values of a; and 8q obtaincd by solving these simultaneous equa-
tions are,

]

&

1

a

+ 3.0916

- 5.2734

2

The complcte regression equation, in the form indicated by equation (86), may
thus be written,

Y = 289.73 + 3.0916(X, - 74.867) - 5.2734(3{2 - 19,307) - -~ - - - (92)

This equation can easily be written in the form irdicated by equation (85),

Y = 160.08 + z.oglexl BB, - - - - - - - - - - - oo - (93)
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Equation (93) can be used to forecast North Carolina cotton yields from
reported August condition and reported weevil infestation. The coefficient of
Xl 18 positive, indicating that yield increases as reported condition increases.

The coefficient of Xz

infestation incrcases. The forecast of final yield is the net result of these
opposing influences. The success with which cquation (93) forecasts final
yleld is shown 1in table 16.

is negative, indicating that yield decreases as weevil

Table 16.~ North Carolina cotton yields comparcd with yields estimated from
August condition and weevil infestation.

Yield per acre

Year Error

Observed Estimated

pounds pounds pounds
1927 262 300 - 38
1928 _ 245 251 - 6
1929 217 211 + 6
1830 254 285 - 1
1931 298 312 - 14
1932 252 250 + 2
1933 305 333 - 28
1924 - 311 329 - 18
1935 294 305 - 11
1936 298 298 0
1937 338 340 - 2
1938 216 212 + 4
1939 296 284 + 12
1940 427 385 + 42
1841 333 281 + 562

A comparison of tebles 15 and 16 shows that equation (93) gives better
resulte then ecquation (82). The errors in the estimstes are much smaller when
weevil infestation is considered mlong with reported August condition in making
a forecast of final yicld. This conclusion is strengtheoned by constructing an
acalysls of varisnce teablec, similar to table 14, for the data in table 16.

The totnl sum of squares is equnal to 40,121 as before. The sum of squarcs for
regression is a,8(x;¥) + a,S(x3) = (+ 3.0916) (+ 3182.5)+(- 5.2734) (- 4309.2) =

9839 + 22724 = 32563. The residual error sum of squarecs 1s

40121 -~ 32563 = 7558, As there src two regression coefficients in the fore-
cesting equation, there sre 2 degrees of freedom for regression and 12 degrecs
of freedom for estimnting residusl error. The complete snslysis is summarized
in table 17.
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Table 17. - Analysis of variance of Nerth Cerolins cotton yields, 1927-1941,.

. Degrees of Sum of
Source of veriability freedom squares Mean square
Rezression on August condition
and weevil infestation 2 32,563 16,282
Error 12 7,558 630
| Totnl 14 40,121 2,866

A comparison of tsbles 14 and 17 shows that sllowsnce for weevil infesta-~
tion improved the yield forecasts mnterially. The error mesn squere was re-
duced from 1998 to 630. Thus it is possible to compute a multiple correlation
cecefficient from the date in table 17.

R = /32563 = ,/0.8116 = 0.9009
40121

The multiple correlation coefficient is much greater than the simple correla-
tion coefficient, r = 0.5939, obtrined when reported August condition was used
alone to forecast ylolds. The multiple correlation coefficient given above is
interpreted in_the seme way as the simple correlstion coefricient computcd
previously. R” represonts the fraction of the total sum of sguares that is
asgocinted with the regression of yield on reperted August condition snd re-
ported weevil infestation. But as strted previcusly, the correlation coeffi-
cient makes no allownnce for the degrees of frecedom entering into the sums of
squares from which 1t was computed. The vrlues of R and r are nct strictly
comperoble because one sdditionnl degree of freedom was trken out of the sum of
squares for error ond trensferred t¢ the regression sum of squares. This in
itself would make R greater than r, cven if reported weevil infestation had no
significent effect in improving the forecests. This at once rrises the ques-
tion of whether R is significantly larger then r.

The significence of the improvement in the forecasts can be testcd more
convenlently by sn ernalysis of veriance then by compering the two correlation
coefficients. When reported August condition wns used by itself to forcecast
yields, the error sum of squares wes 25,970 as shown in trble 14. When weevil
infestation wes included as n socond factor in the ferecasting equetion, the
error sun of squares was 7,558 ns shown in table 17. The reduction in the
error sum of squares, 25,970 - 7,558 = 18,412, was cffected by the weevil in-
festotion factor. The regression sum of squeres 32,563 in table 17 can thus
be broken down into two components. The first represents the sun of squarcs
contributed by the simple regression c¢f yicld on reported August condition.
This is 14,151 as shown in table 14. The seccond component represents the
additionel sum of squares contributed by the second factor, weevil infestation.
This is equerl to 18,412 es indicated above. The annlysis of variance ir table
17 can thus be presented in mcre detazis, zs shown in table 18.
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Table 18. - Analysis of variance of North Carolina cotton yields, 1927-1941.

i
Source of varlability D;izzzszf szzzr:§ Mean square
Rezresslon on August condition 1 14,151 14,151
Resression on weevil infestation 1 18,412 18,412
Error ‘ 12 7,568 630
Total i 14 - 40,121 2,866

The improvement in the forecasts, brought sbout by using weevil infesta~
tion as a second factor in the forecasting equation, can be tested by comput-
ing F = 18412/630 = 29.2. This value is much larger than unity and reference
to a table of F values showe that it is highly significant. Reported weevil
infestation is thus demonstrated to have a highly significant effect on yield.
A forecast of yield is improved tremendously when this factor is included in
the foreccasting equation along with reported August condition.

When working with an analysis of variance like the one in table 18, the
reader should be careful to interpret the table correctly. The sum of squares
ascribed to weevil infestation represcnts the reduction in the error sum of
squares brought about by this factor after the simple regregsion of yield on
reported August condition has exerted its effect. The student should not be
misled into thinking that the two sums .of squares for regression represent the
independent net effects of August condition and weevil infestation. At one
time stetisticlans were intercsted in meesuring the net effoct of each factor
in a multiple regression equation. Verious Yormulas were devised for this
purpose, dbut they have not proved to be comletely satisfactory. They are
rigorously corrcct only in certain special eases. In goneral, there is no
theoretically sound method by which the net effects of the verious factors in
a maltiple regression equation can be measured. The procedure described above
is theoretically sound, but it does not represent sn attempt to measure the
net effects of condition and weovil infestation. The effect of condition is
neasured without regard to weevil infestation.: After this effect has been
neasured, the improvement brought about by including weevil infestation ss an
additional factor is messured. This differs from an attompt to messure net
effects of the two factors, end the difference in viewpoint should be noted
carefully.

The importance of this distinection can be demonstrated most forcefully
by first measuring the effect of weevil infestetion alone and then measuring
the improvement brought sbout by including August condition in the forecasting
equetion. When this is done, the mnalysis of variance given in teble 19 is
obtained. A forecesting egurtion based only on weevil infestation accounts
for 26,178 of the total sum of squares. The improvement brought about by
adding the August condition is only 6,385. The ananlyses given in tables 18
and 19 are both correct, but they must be interpreted correctly to avoid con-
fusion. It may be observed that reported weevil infeststion, considered
rlone, is a better indicator of final yield than reported August condition
when that varisble is used alcne.
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Table 19. - Analysis of veriance of North Csarolina cotton yiclds, 1927-1941,

D f Sum of
Scurce of variability ;izzgzmo sngrZs Meen squarc
Regression on weevil infestetion 1 26,178 26,178
~Regression on August condition 1 6,385 6,385
Error 12 7,558 630
Total ' 12 40,121 2,866

This method of analysie msy be extonded to include harvested acreage. The
finel forecasting equation will then include three variables. The equation may
be written in any of the following forms, using the same notntion as dbefore:

T=a*tak rafytaky  -------- Tt (4)
T=27+e,(X ~%) +ayX, -%) +a,(X; - E2 B (95)
y = s":I.xl + a2x2 + asxs ----------------- (96)

in these equations Xl represents repcrted August condition, X_ represents re-

2
ported weevil infestation, end X3 represents harvested ncresge. Small letters

denote devintions of the variables from their respective arithmetic means as

before,

The normel equations for eveluating al. ag. and as are

2 ' -
als(xl ) o+ aZS(xlxz) + aBS(xlx3) S(xly)
2

+ + =

e S(xx) + 2. 8(x,%) 2, S(xx ) = S(xy)
2

; + a + a = S{xvy) <~ =~ =« = @ = = =
als(xlxs) szs(xzxg) 93$(x3 ) S(xsy) (97)

The quantities entering into these equations mey be computed by methods
described previcusly. For the date at hend,

+ 5. 38 hand - - = 3
71 7591 183 89a2 674la3 + 3182.5
- 183.89&1 + 709.35&2 - 7912222a3 = ~ 4309.2
~ 6741 aq -‘112222a2 + 13373008.3 = - 132030 _ _ _ _ _ _ _ (98)

Solving these equations, cne obtains

a -

+ 2.8660

&
az S - 4.6048
= - 0.042197
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The regression equaticn mey then be written,

Y = 289.73 + 3. asso(x -74.867) - -,6048(x - 19.307) -~ O. 042197(A - 1131.7)
- - - - (99)
or
Y = 211.81 +.2.8660X; - 4.so4ax - 0.042197x ----------- (100)

The cbserved yields are conpared w1th the ylelds estimated from this
-equation in table 20.

Table 20. - North Carolina cotton yields compared with ylelds estimated frem
August condition, weevil infestation, end harvested acrenge.

Year Yield per acre Error

Observed Computed

pounds pounds pounds
1927 262 281 -~ 19
1928 245 235 + 10
1929 21?7 198 + 19
1830 254 . 246 + 8
1931 298 - 307 - 9
1932 252 . 249 + 3
1933 305 330 ~ 25
1934 311 331 ~ 20
1935 294 312 ~ 18
1936 ‘ 298 302 ~ 4
1937 338 . 336 + 2
1938 216 - 232 - 16
1939 296 303 - 7
1940 427 388 + 39
1941 ! 333 296 + 37

Thesc results may be summarized in an anrlysis of variance as before.
The sum of squares associsted with the regression is,

r) 4+ =
als(xly) + aZS(xB}) azs(xgy)

(+ 2.8660) (+ 3182.5) + (~ 4.6048) (- 4309.2) + (- 0.042197) (-132030) = 34535,
The residunrl error sum cf squares is 40121 - 34535 = 5586. Table 21 shows
the enalysis ¢f variance.

Table 21. - Anelysis of veriance of North Carolina cotton yields, 1927-1941.

-

Degraes cf Sun of Mean
Scurce of veriability Preedom squeres square
Regressicn on August condition,
weevil infestation, snd screege R 24,535 11,512
Error 11 5,588 508
Total 14 40,121 2,866
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The multiple correlation coefficient is,

R= /ﬁr!g = ,/0.8608 = 0.9278

40121

The improvement in the forecasts brought about by using harvested acreage as
a third varisble in the regression equatior can be tested by computing the
reduction in the error sum of squares. August condition and weevil infesta-
tion left an error sum of squares equal to 7,558 as shown in tables 17, 18,
and 19, The additional reduction due to the acreage is 7558 - 5586 = 1972.

Maintaining the same order of analysis as in table 18, the 3 degrees of
frecdom for regression shown in teble 21 csn be broken down to obtain the
more detailed analysis given in toble 22,

Table 22. - Analysls of varisnce of North Cerolins cotton yields, 1927-1941.

Source of varisbility Degrees of Sum of Mean
freedom squares squere

Regression on August condition 1 14,151 14,151
Regression on weevil infestatlon 1 18,412 18,412
Regression on harvested acreage 1 1,972 1,972
Error 11 5,586 ' 508
Total 14 40,121 2,866

i

The significance of the acreage effect may be tested by computing

F = 1972/508 = 3.88. Reference to & table of F values shows that this ratio

is not significantly grecter then unity. The apparent improvement in the yield
forecasts brought 2bout by including harvested ncresge as a third variable in
the regression cquation is thus not grest enough to conclude that acreage
exerts a rerl effect on yileld. But to decide this question more definitely M
would be deslirable to work with a longer series of observations. If acreage
rerlly does exert en effect, and it might logically be expected to do so, &
longer series of observations would lead to a significant value of F.

The dlscussion of multiple regression presented in this section covers
methods of esnalysis that have been developed in recent years. For several
reasons, no attempt hes been made to review the more familiar procedures that
may be found in any textbook. Many of the older methods seem decidedly cum-
bersome when compared with the techniques described here. Furthermore, they
do not contridbute any additionel informetion essentisl to a statistical analy-
sis. Such topics as partial correlation, standsrd errors of net regression
coefficients, coefficlents of determination, »nd similer sudbjects add little
to what can be lesrrned from 2 set of date by applying the methods of analysis
given above. If the reader wishes to pursue the subject, he will find it
instructive to study systematic methods for solving normal equations, such as
the so-called Doolittle method. The standard error of » forecast mede from a
regression equation could also be studied to good zdvantasge. These topics
ere covered so well in many excellent availeble textbooks that it is not
necessery to duplicate the materirl here.
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When working with forecasting equations, the reeder should bear in mind
that such equations will give most accurate results at the point defined by
the arithmetlic means of the observed data. The accuracy of a forecast
diminishes st an increasing rate @8 one gets farther away from the means of
the observed data. Forecasts much beyond the range of the observed data used
in deriving the forecasting equation are usually subject to such high standard
errors that the forecasts are of little practical value. The accuracy of a
forecast also depends upon the size of the error mean square such as the
values given in the preceding snalyses of variance. The forecasts are more
accurate as the «rror mean square 1ls decreased.

Joint Regression ecouations

The jolnt effects of two or more variables are often important in
developing a forecesting equation. Methods for measuring such cffects and
making proper allowance for them are described in some textbooks, dbut theso
methods do not seem to be used as widely as they might be. The application
of these methods to a few problems in forccasting crop yields is described in
this section. The examples given are sufficient to illustrate the procedure.
Many other forecasting equations can be worked out by the ssme method.

Consider the ordinery multinle regression of North Carolina cotton yield
on reported August condition and harvested acreage. The necessary date ere
given in table 13. If Xl represents reported August condition end Xz repre-

sents hervested acrenge, the rezression equetion is of the same form as
equation (85) in the preceding section. Working with d.vistione from the
various arithmotic mesns, as before, the norimal equntions are

+ 715.'?3&1 - 67410.2 = 3182.5

- 6741 p. + 1337300a. = - 132030 2 <~ = = = = = = (101)

1 2
Solving these cquations gives

+ 3.6919

a
1

a
2

- 0.080119

1]

The final regression equation 1is

Y = 289.73 + 3.5919(x1-74.867) - 0.080119(1(3—1131.7) ~ - ~- (102
or
Y = 104.00 + 3.6919){1 - o.oeonsx3 ———————————— (103)

Equatior. (103) eneoles the forecasting of yield from reported August con-
dition anéd hearvested acrerge. When the acreage is given, equation (103) con
be reduced to a form thet involves only the reported August condition as the
indicator of final yield. By assigning different vealuee to XS, a family of
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regression lines for forcasting yleld from condition is obtained. To make a
forecast for any year, one is in effect choosing the particular regression line
specified by the acreage. If the harvested acreage is 1,600, for example,
eguntion (103) may be written,

Y = 104.00 + 3,6919X; - (0.080119) (1600)

or
Y = -24,19 + 3,6919K) - —mm mcmommem = = ~ =(104)
For an acreage c¢f 1200, eguation (103) reduces to the form,
T=+ 7.86+ 3,6919X) =~ o = = = o = m = m === (105)
For an acreage of 800, equation (103) becomes,
T=+ 39,91+ 3.6019K; == o mmmmmemm (106)
For an acreage of 400, equation (103) becomes,
=+ 71,95 + 3.6919X1 ------ - - - = (107)

The regrossion lines corresponding to equations (104) , (106), (106), and (107)
arc shown in figure 20. ' '

Figure 20 illustrates r fundementsl ferture of the ordinery multiple
regressicn analysis. The net regression of finsl yield on reported August
condition is a line of constent slocpe, regardless of the acreage harvested.
This 1line is raised or lowered s the harvested acrerge is decressed or in-
crersod. It seems logical that the line should be raised as the escreage is
decreased in this cese. Moct cf the reduction in acrenge during the 15-~year
period wrs effected by Government crop-control progrems. When a farmer's
cotton acreage is restricted to = smaller slletment than would ordinarily be
harvested, it seems reasonable to suppose that the poorer land would be the
first to be taken out of production. This should result in o higher yleld
per unit of reported conditicn becmuse the condition figure is not a measure
of probable yield in itself. It is supposed to represent » percentage of a
normel crop and can be used as a measure of probable yield only when the
normal yleld for every locality is specified. The normal yield of the better
land remains fairly constent =nd » reduction in acreage could easily result
in » higher yleld for the State without 2 corresponding increase in the
reported condition.

The ordinnry multiple regression equeaticn mrkes no allowance for a
possible change in the slope of the line representing the relation between
vield and condition as the screrge chrnges. If a higher yield per unit of
reported condition were o consequence of reduced rcreage under the crop-
control program, the slope of the line might be expected to chenge also,
Ingterd of being parallel, the lines shown in fizure 20 should be steeper
when the acreage is low than when the ncresge is high. The necessary flexi-
billty that permits the net regression lines t0 have this property can be
introduced into a multiple regression equation by writing it in the form,
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Xl represents reported August condition and Xz represents harvested ecreage
ags before. The third variable Iixs is the product of August condition and

hervested acreage. When this equation is fitted to the data, the product X1x3

is used as a third independent varisdle. To avold confusion, the equation can
be written in the form,

= + + + aW —-===--- 109
Y ao afll aéWz az 3 ( )

* in which Wl = Xl, Wz = XS’ and Ws = xlxa. In this form, the equation is just

an ordinery multiple regression equetion with three independent variables that
can be fitted to the data by methods descrided in the preceding section.
Using small letters to represent deviations from arithmetic mésrns as before,
equation (109) may be written in the form,

caw +aw + e = === == (120
Yy alwl aéwz aswa , (110)

The normal equetions are,

N

 S(w 2) + e + a8 = S{w_y)
Al (wl ) e, (wlwz) 8, (wlws) ( R4
2 a :
+ + = Y
aIS(wle) azsfwa ) ass(wzws) 0(42Y)
2y = - -~ (111)
S + a8 + a8 S = S
a (wlws) e, (wzws) 8, (w3 ) (wsy)
Tor the datea in tadle 13, these equations are,
+ 715.73a1 - 6'741a2 + 2395008.3 = + 3182.5
- 6741&.1 + 1837300a2 + 91940000a3 = - 132030
+ 239500&1 + 91940000&2 + 70810000009.3 = - 6515000 - - = (112)

Solving these equations, one.obtains

= 4 N
al 4.,6543
az = - 0.011094
aS = - 0,00093343

The final regression equation is
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Y = 289,73 + 4.6543(W1-74.867)- 0.011094(W2-1131.7)--0.00093343(W3_84290)

or

Y = 32.52 + 4.654:5wl - o.011094w2 - 0.00093343w3- ----- (114)

Changing back tc the original variables, this eguation may be written in the
form,

Y = 32,52 + 4.554sx1 - 0.011094x2 - 0.00093343x1x3 ----- (115)

When X3 is successively given the values 1600,1200,800. and 400, as

in equation (103), one obtains the four net regression equations,

Y=+ 1477 + 30608k, < owom- - oo - (116)
Y = + 19,21 + 3.534ax1 ............ (117)
Y=+ 23.64 + 3.9076K, -~ - oo - oo - oo (118)
Y=+28.08+4.2808K, .- ._---- (119)

These equations have the properties that they would be expected to have.
The slope increases with a reduction in harvested acresge. The regression
lines corresvonding to the equations are shown in figure 21,

Although the slopes of these lines differ, the differences are not great
enough to produce much improvement in the accuracy of the forecasts. The
lines tend to spread out in the form of a fen as the acreage changes, but the
general picture does not deviate much from that shown in figure 20.,

Now consider the effects of weevil infestation. As in the case of
acrrage, one could expect a different net relationship between final yield
and reported August condition for every different degree of weevil infesta-
tion. This relationship could slso be modified by the total acreage. A
Joint regression equatlion that can meke allowance for all of these inter-
actions mey be written in the form,

Y=a +aX +8X +aX +aXX +aXX +8XX +aXXX
Rt T T o S "ot W B s i S o’ S

This equation conteine terms for all possible joint effects of reported
August condition, reported wecvil infestation, and harvested acreage. When
fitted to the deta in table 13 by methods described previously, one obdbtains
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Pigure 33. 7Zorecasts of Worth Carolina cotton yield from reported August
copndition for diflorent degreos of weevil infaestation when
harvested acreags = 800. (Joiat multiple regression.)

Tield per harvected acre (pounds)

Auguat condition (peicent)




- 120 -

ao = - 331.34 a4 = - 0.461300

a, = + 12.8708 ag = - 0.01009476
a, = + 21.0550 ag = - 0.0268086
2 = + 0.499854 a, = + 0.000481324

As the harvested cotton acrecage for North Carolina has been fairly stable
at about 800 in recent years, the properties of the regression equation given
above will be considered only for the speeial case when XS = g00. For that

" value of Xs. the equation reduces to

Y=+ 68.54 + £,7950X, - 0.3919K2 -~ 0.076241X

1 x2 -~ - = (121)

X

This is the joint multiple regression of cotton yleld on reported August con-
. dition and reported weevil infeststion when the harvested acreage is equerl to
800. 3By assigning different values &8 X2 in the equation, o family of equa-

tions for forecasting final yield from reported August condition is obtained.
Giving Xz the values O, 10, 20, esnd Z0 in succession, lersds to the following

net regression equationse:

Y= 68.54 + 4.7950K, ~ - - = - - = - - (122)
Y= 64.62 + £.0326K; - - - - - - - - - (123)
Y =60.70 + 3.2702X; -~ - -~ -z -~ - - (124)
Y = 56:78 + :a'.so'zaxl ____________ (125)

The nct regression lines corresponding to these equations are shown in
figure 22.

The regression lines in figure 22 show more marked changes in slope with
differences in weevil infestation than the changes effected by acreage dif-
ferences. But these chenges in slope do not sppesr large enough to improve
the yield forecasts very much. The results of the entire joint multiple regres-
sion aneslysis on the North Carolina cotton-yield data indicate thet equation
(100), developed in the preceding section, will give just as satisfactory
results as an equation that allows for joint effects. The joint effects in
this problem do not seem to be worth taking into consideration.

Irn many multiple regression studies, joint effects arc important. The
possibility of the exlstence of such effects should be investigated more
frequently than some stetisticisns consider neccessary. A striking example of
such effects was found in an attempt to predict yields of corn in Ohio from
temperature end rrinfell during June, July, 2nd August. For any year in which
June and August weather conditions are sbout sversge, the relrtionship between
corn yield in Chio and July temperanture:rmnd rainfall is given by the equation.




- 122 -

Y = 78.69 - 0.6700K; - 4.6908){2 + o.ogemlx2 -------- (126)

In this equation, Y is the corn yield for the State (bushels per acre) , X, is
the aversco temperature in July (degreas Fahrenheit), and Xz is the July rain—
fall (inches).: By letting X, take the velues O, 2, 4, 6, 8, end 10 in succes-

sion, one obtains the following equnations for forecasting Ohio corn yields
from July temperature:

Y = 78.69 - 0.6700X, N e e -~ (127
T = 69.31 - 0.473eX, T ~ (128)
Y=59.93-0.277%6X; -~ - === ===~~~ (129)
Y = 50.54 - 0.0814X, T A (130)
Y=41.16 + 0.1148K;  ~--------- - - (131)
Y= 3178 + 0.3110K;  ~ - - ==~~~ (132)

The regression lines corresponding to these equations are shown in figure 23.

The effect of July temperature on yields of corn in Ohio apparently depends
upon the quantity of moisture available. High temperatures have a beneficial
effect on finel yield when the rainfall is high and o detrimental effect when
the rainfall is low. This seems reasonable because warm weather uith_plentiful
rainfall is known to be favorable for the growth and development of the cora _
plant. Hot, dry weather injures the crop. When rainfsll is low, .n 1owering
of the tempcrature compensates for the moisture deficiency to some extent.
Studies of the effects of temperature and reinfall on the yields of =21l crops
should make allowance for such joint effects.

Exercise 31.-Using methods described in the preceding section, test the signi-~

ficance of the xlxs term in equstion (115). To epply the test

it is necessary tc compute an snalysis of variance separately

for equetions (103) and (115). The significance of the Xixz term

can be determined from those results.

Exercise 32.-By letting X3 toke the value 1200 in equation (121), compute the

equations ccrresponding to equations (122); (123), (124), and
(125). Drew the gr aphs of these equations in a chart like
figure 22 and compare the results with the regression lines in
figure 22. How would you sccount for the differences in the two
sets of regression lines?




Tigure 33. JForecasts of Ohio corn yield from July temperaturs for differenmt
amounts of July rainfell. (Joint multiple regression.)
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